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Abstract

Although there exists today a variety of non-deductive reliable processes able to de-
termine the truth of certain mathematical propositions, proof remains the only form
of justification accepted in mathematical practice. Some philosophers and mathe-
maticians have contested this commonly accepted epistemic superiority of proof on
the ground that mathematicians are fallible: when the deductive method is car-
ried out by a fallible agent, then it comes with its own level of reliability, and so
might happen to be equally or even less reliable than existing non-deductive reliable
processes—I will refer to this as the reliability argument. The aim of this paper is
to examine whether the reliability argument forces us to reconsider the commonly
accepted epistemic superiority of the deductive method over non-deductive reliable
processes. | will argue that the reliability argument is fundamentally correct, but
that there is another epistemic property differentiating the deductive method from
non-deductive reliable processes. This property is based on the observation that, al-
though mathematicians are fallible agents, they are also self-correcting agents. This
means that when a proof is produced which only contains repairable mistakes, given
enough time and energy, a mathematician or a group thereof should be able to con-
verge towards a correct proof through a finite number of verification and correction
rounds, thus providing a guarantee that the considered proposition is true, some-
thing that non-deductive reliable processes will never be able to produce. From this
perspective, the standard of justification adopted in mathematical practice should
be read in a diachronic way: the demand is not that any proof that is ever produced
be correct—which would amount to require that mathematicians are infallible—but
rather that, over time, proofs that contain repairable mistakes be corrected, and
proofs that cannot be repaired be rejected.
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Reliable processes capable of determining the truth of mathematical propositions come
in different kinds. The most common one is the deductive method which consists in es-
tablishing the truth of a mathematical proposition by producing and verifying a proof
of it. But there exist also a variety of non-deductive reliable processes able to determine
the truth of particular classes of mathematical propositions. Typical examples are prob-
abilistic methods such as the Miller-Rabin primality test (Rabin, 1980) for determining
that a given natural number n is prime,! or computational methods such as the PSLQ
algorithm (Ferguson et al., 1999) for determining integer relations between the elements
of real or complex vectors.? Although non-deductive reliable processes are commonly
used in mathematical practice for various purposes, they are not considered to be accept-
able or legitimate ways of establishing mathematical truths, however reliable they may
be—one cannot claim to have established the truth of a mathematical proposition unless
one has produced and verified a mathematical proof of it. This means that mathematical
practice, as an epistemic practice, enforces a standard or norm of justification according
to which proof is the only accepted or legitimate form of justification for mathematical
propositions.® The epistemic ground for this normative choice is, presumably, that the ex-
istence of a correct proof for a mathematical proposition ® is a guarantee that ® is true,

!The Miller-Rabin primality test is a probabilistic algorithm (Motwani and Raghavan, 1995) whose
design is based on the existence of a certain property identified by Miller (1976)—the property for a
number b to be a witness to the compositeness of n—and on the following two associated mathematical
facts which hold for any natural number n > 4: if n is prime, then there are no witnesses to the
compositeness of n; if n is composite, then more than 3/4 of the numbers 1 < b < n are witnesses to the
compositeness of n (Rabin, 1980, p. 130). The algorithm proceeds by picking randomly and independently
k natural numbers strictly smaller than n and by checking whether one of them is a witness to the
compositeness of n. If such a witness is found, then the algorithm outputs that n is composite, otherwise
the algorithm outputs that n is prime. Given the first mathematical fact just mentioned, if the algorithm
says that n is composite, then it is always correct. But given the second mathematical fact, when the
algorithm says that n is prime, there is always a possibility that it is mistaken, for it might happen that
the algorithm has picked only nonwitnesses to the compositeness of n while n was indeed composite—the
chances that this happens, and so that the algorithm is mistaken when it judges n to be prime, is then
smaller than 1 /4'“. For epistemological discussions of the Miller-Rabin primality test, see Fallis (1997,
2000, 2002, 2011), Peressini (2003, p. 221), Easwaran (2009), Jackson (2009), Paseau (2014), and Smith
(2016, pp. 48-50). Motwani and Raghavan (1995) provide an overview of probabilistic methods based on
probabilistic algorithms in different areas of mathematics such as computational geometry, graph theory,
number theory, and algebra.

2Let © = (x1,%2,...,2,) be a vector of real or complex numbers. The vector z is said to possess an
integer relation if there exist n integers (ai)ie[[l,n]], not all zero, such that a1x1 + aeza + -+ + anxy, = 0.
The PSLQ algorithm is a so-called integer relation detection algorithm, that is, an algorithm which takes
as input a vector & = (x1,2,...,%,) in R™ or C", and either (1) identifies n integers (a:);c1,n], NOt
all zero, such that the sum a1z1 + a2x2 + -+ + anzyn is very close to zero, or (2) establishes that no
such integer relation holds for vectors of integers (a:);c1,n] lying within a certain distance to the origin.
The PSLQ algorithm is typically applied to vectors of numerical values consisting of high precision
approximations of mathematical constants, and so most often requires high-precision arithmetic. In this
case, when the PSLQ algorithm identifies an integer relation for a vector x, there is always a possibility
that it is mistaken, for the relation might hold due to insufficient numerical precision. For mathematical
descriptions of the PSLQ algorithm, see Bailey and Broadhurst (2001) and Borwein and Bailey (2004,
pp- 230-232). For epistemological discussions of the PSLQ algorithm, see Corfield (2003, pp. 64-66) and
Sgrensen (2010). For an appraisal of the philosophical significance of the increasing use of computers in
mathematics, see Avigad (2008) and Borwein (2009).

3This is not to say that one could not be justified in believing a mathematical proposition on the
basis of the outcome of a non-deductive reliable process. Of course, one would be justified in believing,
for instance, that a number n is prime on the basis of a run of the Miller-Rabin primality test. But from
the perspective of mathematical practice, this would not count as a proper justification insofar as it does
not meet the justificatory standards of this epistemic practice.

4Provided that the propositions that do not appear as conclusions of inferences in the proof are
themselves true. To ease the presentation, I will always assume in the following that this is the case.



while there is no such guarantee in the case of non-deductive reliable processes. This
is usually taken as a reason to consider the deductive method epistemically superior to
non-deductive reliable processes in determining the truth of mathematical propositions.®

As we shall see below, several philosophers and mathematicians have contested this
epistemic superiority of the deductive method over non-deductive reliable processes on
the ground that mathematicians are fallible. The key observation is that when a fallible
agent has produced and verified a mathematical proof for a mathematical proposition ®,
there is always a possibility that she has made a mistake in the process, in which case
the proof produced might not be correct and thus might not constitute a guarantee
that @ is true. This means that when the deductive method is carried out by a fallible
agent, the process possesses its own level of reliability, and so appears to be on a par
with non-deductive reliable processes as far as reliability is concerned.® Furthermore,
some non-deductive reliable processes might even happen to be more reliable than the
deductive method in establishing the truth of certain mathematical propositions. One
may then conclude from these considerations that the deductive method is not always
epistemically superior, and in some cases might even be inferior, to non-deductive reliable
processes. Call this the reliability argument.

My aim in this paper is to examine whether the reliability argument forces us to
reconsider the commonly accepted epistemic superiority of the deductive method over
non-deductive reliable processes. If this were the case, then this would call into question
the main epistemic reason behind the standard of justification adopted in mathematical
practice and thus undermine the predominant role that proof has in the justification of
mathematical knowledge. This question is not only important for the epistemology of
mathematics, it is also key to understand the epistemic status of non-deductive meth-
ods” in mathematics such as probabilistic proofs® and those used in experimental math-
ematics?, and to compare them with the deductive method. I shall examine below the
reliability argument and argue that it leads to the conclusion that, as far as reliability
is concerned, the deductive method and non-deductive reliable processes are indeed on
an equal footing. But for this to constitute a reason to reconsider the epistemic superi-
ority of the deductive method, reliability would have to be the only epistemic property
with respect to which the deductive method and non-deductive reliable processes could

5In comparing the deductive method with non-deductive reliable processes, I will be exclusively con-
cerned in this paper with the capacity of these reliable processes to provide justification for mathematical
propositions. There are many other reasons why mathematicians may attribute a privileged status to
proof in mathematical practice. Maybe only proof can provide the type of mathematical understanding
or explanation that mathematicians are aiming at. As a reviewer pointed out, maybe proof is the most
suitable way to establish mathematical propositions that are necessary and general. There may also be
sociological and pedagogical reasons as to why proof is preferred in practice, as recognized by Fallis (1997,
p. 166). Finally, it may simply be in the essence of the mathematical activity to establish mathematical
propositions through proofs, as noted by Paseau (2014, p. 795).

5Given that non-deductive reliable processes are designed and implemented by human agents, the
issue of fallibility also applies to them. However, it is negligible with respect to the issues addressed
in this paper, for the effect of fallibility mainly consists in impacting the reliability of the considered
non-deductive reliable processes, and so could easily be taken into account by applying a decreasing
factor to the value of their reliability computed in the infallible case.

"For an overview of the philosophical discussions surrounding non-deductive methods in mathematics,
see Baker (2020).

8For the philosophical debate on the epistemic status of probabilistic proofs, see Fallis (1997, 2000,
2002, 2011), Easwaran (2009), Jackson (2009), and Paseau (2014).

9The nature of experimental mathematics has attracted some attention in the philosophy of mathe-
matics. I refer the interested reader to Van Bendegem (1996, 1998), Baker (2008), Sgrensen (2010), and
McEvoy (2013).



be compared. I shall argue, however, that there is another epistemic property that the
deductive method possesses and that non-deductive reliable processes lack which con-
stitutes an epistemic reason to consider the deductive method epistemically superior to
non-deductive reliable processes. This property is based on the observation that, al-
though mathematicians are fallible agents, they are also self-correcting agents—both as
individuals and as collectives—which means that, although they can make mistakes in
the production and verification of mathematical proofs, they also have the capacity to
correct these mistakes over time.

Before entering into this discussion, it is important to put the reliability argument
in context and to recall the purpose to which it has been used by the authors who
have advanced it. To my knowledge, the reliability argument has been used mainly in
order to defend the epistemic status of (certain) non-deductive reliable processes against
the predominant role attributed to proof in mathematical practice. For instance, the
mathematicians Borwein and Bailey (2004) have appealed to the reliability argument
in order to defend the epistemic status of computational methods used in the field of
experimental mathematics:

[O]ne can argue that many computational results are as reliable, if not more
so, than a highly complicated piece of human mathematics. For example,
perhaps only 50 or 100 people alive can, given enough time, digest all of
Andrew Wiles’ extraordinarily sophisticated proof of Fermat’s Last Theorem.
If there is even a one percent chance that each has overlooked the same
subtle error (and they may be psychologically predisposed to do so, given the
numerous earlier results that Wiles’ result relies on), then we must conclude
that computational results are in many cases actually more secure than the
proof of Fermat’s Last Theorem. |...]|

Many may still insist that mathematics is all about formal proof, and from
their viewpoint, computations have no place in mathematics. But in our view,
mathematics is not ultimately about formal proof; it is instead about secure
mathematical knowledge. (Borwein and Bailey, 2004, pp. 9-10)

Paseau (2014) has relied on the reliability argument as part of his more general argu-
mentation aiming to defend the epistemic status of inductive methods in mathematics,
his main thesis being that, in some cases, one can have knowledge of a mathematical
proposition on the basis of inductive evidence alone:

Although deduction is by and large more reliable than induction as a gen-
eral method, in mathematics and elsewhere, and although the best deductive
arguments may be more reliable than the best inductive ones, it is not true
that knowledge-generating deductive arguments are always more reliable than
inductive ones. The Rabin test exemplifies just how reliable inductive evi-
dence can be, namely, extraordinarily reliable even by the high standards of
the exact natural sciences. More generally, although most mathematicians
quite reasonably regard deductive evidence as generally speaking more secure
than inductive evidence, they would concede that a deductive argument is not
always a better guarantee of its conclusion’s truth than an inductive one. In-
deed, keen ‘experimentalists’—mathematicians who develop and make much
use of such methods—point out that strong inductive arguments are more
convincing than the specious deductive arguments one regularly encounters
in mathematical journals. (Paseau, 2014, p. 785)



Finally, Fallis (2002) has appealed to the reliability argument within his general defense
of the epistemic status of probabilistic proofs:

[M]athematicians are much more (epistemically) risk averse in their inquiries
than other scientists.

Unfortunately, their higher degree of caution is not sufficient to explain their
rejection of probabilistic proofs (and only probabilistic proofs). As I will
argue below, some probabilistic proofs of primality (e.g., the Rabin test) are
more reliable than some deductive proofs of primality (e.g., the trial division
test). Thus, even if mathematicians are extremely risk averse, they should
still prefer using certain probabilistic proofs to using certain deductive proofs.
(Fallis, 2002, p. 379)

The epistemological importance of the reliability argument lies in the fact that it opens
the door to an eventual revision of the standard of justification adopted in mathematical
practice. After all, if non-deductive reliable processes can be as reliable as—and in
some cases even more reliable than—the deductive method, why not accept them as
legitimate ways of establishing mathematical truths? Such a revisionist position seems to
be suggested by Borwein and Bailey in the above quote.'® Fallis (2002) and Paseau (2014)
have also noticed that the various arguments they advance in defense of inductive evidence
in mathematics raises the question of an eventual revision of the standard of justification
commonly accepted in mathematical practice, although neither of them endorse such a
revisionist position. But whether or not one wishes to go as far as to defend a revisionist
position, it remains an important epistemological issue to decide whether the deductive
method is epistemically superior, on a par, or inferior, to non-deductive reliable processes.

We shall begin with a closer examination of the reliability argument. A key observa-
tion here is that the reliability of the deductive method as well as that of non-deductive
reliable processes, such as the Miller-Rabin primality test and the PSLQ algorithm, is
always dependent on some reliability parameters. The reliability of the deductive method
depends on the time and effort invested into the proof verification process, on the ded-
ication and performance of the agent(s) involved in it, and on the length and difficulty
of the proof under consideration.!! The reliability of the Miller-Rabin primality test de-
pends on how many numbers are randomly drawn by the probabilistic algorithm, while
the reliability of the PSLQ algorithm depends on the numerical precision of the vector
given as input as well as on the detection threshold set in the algorithm.? It follows from
this that it is meaningless to compare the deductive method with non-deductive reliable
processes in an absolute way—such a comparison only makes sense relatively to given
and fixed reliability parameters associated to the processes to be compared. So when
Borwein and Bailey compare in the above quote the status of Wiles’ proof of Fermat’s

10Tndeed, Borwein explicitly endorses a revisionist position in his philosophical essay on the philo-
sophical implications of experimental mathematics: “In my view it is now both necessary and possible
to admit quasi-empirical inductive methods fully into mathematical argument” (Borwein, 2009, p. 34).
Borwein writes, furthermore, that: “Today, while I appreciate fine proofs and aim to produce them when
possible, I no longer view proof as the royal road to secure mathematical knowledge” (Borwein, 2009,
p. 35).

1 Of course, it will be very hard to calculate or estimate precisely the reliability of the deductive
method from given specifications of its reliability parameters. However, nothing in the present paper
rests on the assumption that this reliability can be calculated or estimated precisely. All that is assumed
is that this reliability exists and that it can be increased or decreased in certain ways.

12The detection threshold is the value given to the algorithm for which the sum a1 +asz2+- - -+ ann
should be considered very close to zero.



Last Theorem—which is highly complicated and has only been verified by a handful of
mathematicians—with computational methods of a very high level of reliability, they are
taking the extrema of the spectrum where the reliability of the deductive method is at its
lowest and the reliability of computational methods at its highest. But if we now compare
a proof that is more simple and that has received a lots of scrutiny—e.g., Euclid’s proof
of the infinitude of primes—with a computational method of low or moderate reliability,
then we will be led to draw the opposite conclusion. Indeed, one shall observe that, in
principle, there is no theoretical upper bound to the reliability of the deductive method as
well as to the reliability of the non-deductive reliable processes considered here.'® This
means that, given a mathematical proposition ® and a non-deductive reliable process
NDed capable of determining the truth of ®, if § is a set of reliability parameters for the
deductive method!'4—hereafter denoted by Ded for short—one can always find a set of
reliability parameters p for NDed such that ryped (1) > 7Tped(0), and conversely, if u is a
set of reliability parameters for NDed, one can always find a set of reliability parameters
d for Ded such that rped(d) > rnped(it)—here mped(d) and ryped(pt) refer respectively to
the reliability of Ded with the set of reliability parameters d and to the reliability of NDed
with the set of reliability parameters p. Thus, the right conclusion of the reliability argu-
ment is that, as far as reliability is concerned, the deductive method and non-deductive
reliable processes are on an equal footing.'®

As we have just seen, comparing the deductive method and non-deductive reliable
processes in terms of their reliability can only make sense with respect to fized relia-
bility parameters. Such a comparison is therefore inherently static, and thus disregards

315 the assumption that there is no theoretical upper bound to the reliability of the deductive method
warranted? We are considering theoretical upper bounds, which means that we are assuming that we
have an unlimited, though always finite, storage of resources to allocate to the process—in this case, an
unlimited number of agents to verify the proof and an unlimited amount of time and energy to dedicate
to the verification process—in the same way as we are assuming that we have unlimited computing
resources to allocate to non-deductive reliable processes such as the Miller-Rabin primality test and the
PSLQ algorithm. With such unlimited access to resources, it is hard to see what could be at the origin
of such a theoretical upper bound. Although it may be argued that there is such a theoretical upper
bound, it is unclear on which basis such an argument will proceed. By contrast, consider the simplest
way to model the reliability of the deductive method. We can consider a verification system composed
of one or several agents carrying out the verification process. When the system has verified the proof
under consideration and said that it is correct, there is a probability p that it has made a mistake in
the verification process. By repeating the verification process an arbitrary number of times, we can then
bring the probability p that the system has made a mistake as close as we want to 0, and the reliability
as close as we want to 1. Of course, this model is overly simple. Yet, it is hard to see how, by refining
it, one would introduce a theoretical upper bound to the reliability of the process.

14%We assume here that the truth of ® can be determined by the deductive method. This means that
the deductive method has the capacity to produce and verify a proof of ®. In some cases, the deductive
method may even be able to produce different proofs for the same mathematical proposition. In these
situations, we will assume that the deductive method has produced one of these proofs. Which proof is
being produced does not matter for the present reconstruction of the reliability argument.

15T have assumed that there was no theoretical upper bound to the reliability of the reliable processes
under discussion, but of course there may be practical upper bounds relative to their concrete implemen-
tations in the real world. For instance, at any given point in time, there will always be a finite number
of agents who have the right abilities to verify a given proof, and there will always be a finite amount
of computing resources that can be recruited to implement non-deductive reliable processes such as the
Miller-Rabin primality test or the PSLQ algorithm. One could argue for the superiority of non-deductive
reliable processes over the deductive method by identifying such practical upper bounds. The problem,
however, is that (i) it is not clear how to establish such practical upper bounds, and (ii) these practical
upper bounds are changing over time, for instance, due to improvements in computing technologies. So,
although plausible, it would seem that this strategy is unlikely to succeed.



the dynamic behavior of these reliable processes over time. This dynamic behavior is,
however, central to the way these reliable processes are used in practice. When a proof
has been produced and verified by a mathematician or a group thereof, it will then be
verified by other agents, if only through the reviewing process, thus increasing the time
and effort invested into the proof verification process and eventually the dedication and
performance of the agents involved into it. If one has used the Miller-Rabin primality
test to determine that n is prime for a given n € N, one can always improve the situation
by running the test again, eventually by drawing randomly more numbers during the
process. And if one has used the PSLQ algorithm to determine that an integer relation
holds between the elements of a real or complex vectors, one can always increase the
numerical precision of the vector given as input as well as the detection threshold of the
algorithm. In all these cases, one has determined at tg that a mathematical proposition
® is true using a reliable process whose reliability parameters and reliability are those
associated to the process at tg. But all of these processes can always be continued in
such a way as to improve their reliability parameters, and so to increase their reliability.
From such a temporal perspective, a reliable process shall be conceived as running from
to to the current time t. The reliability parameters, and therefore the reliability of the
process at time ¢, must then be associated to the whole run of the process starting at tg
and finishing at t.

I shall now argue that there is a fundamental epistemic difference between the de-
ductive method and non-deductive reliable processes with respect to their behavior over
time. Let ® be a true mathematical proposition and let NDed be a non-deductive reliable
process capable of determining the truth of ®. For the comparison to be fair, we shall
also assume that Ded has the capacity to determine the truth of ®—i.e., Ded has the
capacity to produce a proof of ®—at the instant we are considering. We now consider
the situation at t¢ in which both Ded and NDed have determined that ® is true, that
is, the processes Ded;,)(®) and NDed,,,)(®) have both yielded that ® is true, where
d(to) and u(tg) are respectively the sets of reliability parameters of the processes Ded
and NDed at t3. As we saw earlier, Ded and NDed can be compared at ty, with respect
to their reliability associated to the sets of reliability parameters 0(tg) and u(tp). But as
we mentioned in the previous paragraph, these two processes can also be compared with
respect to their dynamic behavior between tg and any later time ¢ > ¢y. In this respect,
I claim that there is a fundamental epistemic difference between Ded and NDed which
can be stated as follows: although Ded might not provide at ty a guarantee that & is
true, it will provide one after a finite amount of time—I will refer to this as the finite
convergence property; by contrast, NDed will never produce a guarantee that ® is true
after a finite amount of time without turning itself into a deductive process.

To see that Ded indeed has the finite convergence property, let Py be the proof that
has been produced and verified by Ded at tqg. If Py is a correct proof of ®, then Ded has
indeed produced a guarantee that ® is true after a finite amount of time. Suppose that P,
is not a correct proof of ®. There are two cases: either Py contains mistakes that cannot
be repaired to turn Py into a proof of ® and shall then be abandoned as a failed proof
attempt, or Py contains mistakes that can be repaired by any mathematical agent with
the proper abilities. Since we assumed earlier that Ded has the capacity to determine the
truth of ®, although Ded might indeed initially produce a proof that cannot be repaired
and that should be abandoned, after a finite amount of time it should be able to reach
a proof that can be repaired, and so we can focus on the second case. In mathematical
practice, when a proof has been produced and verified by a mathematical agent or a
group thereof, it will then undergo a certain number of verification-correction rounds



by members of the mathematical community, that is, by agents who have the proper
abilities to verify and eventually correct the proof. During each verification-correction
round, one or more mistakes may be detected in the verification stage which are then
corrected in the correction stage. Since Py contains mistakes that can be repaired, after
a certain finite number n of rounds, the proof P, must indeed be a correct proof of ®.
For if this was not the case, this would mean that there are one or more mistakes in
the proof that would never be detected by the relevant mathematical agents. But this
would simply mean that there is something wrong with the agents under consideration:
if there is a mistake in the proof, an agent with the right abilities must be able to find
it given a finite amount of time and energy. Otherwise this would simply mean that
this agent is necessarily and systematically making a mistake in her verification of the
proof, that is, the agent is more than fallible, she is defective—a fallible agent is one that
can make mistakes, not one that systematically make mistakes. So the mistakes in Py
should be detected and repaired after a finite amount of verification-correction rounds
by mathematical agents with the right abilities. This means that the process should
converge towards a correct proof of ® after a finite amount of time, that is, Ded indeed
possesses the finite convergence property stated above.

In the above argument that Ded has the finite convergence property, I have only
considered the most common situation in mathematical practice where only mistakes
may be detected as such and where the agents are indeed able to correct the mistakes
identified. However, a fallible agent may detect a mistake where there is none and, in
trying to correct it, may introduce one or more mew mistakes. Furthermore, when a
fallible agent has correctly identified a mistake, she may as well replace it by one or more
new mistakes. This may lead to a stagnation, and even an increase, of the number of
mistakes in the proof. Couldn’t this prevent Ded to converge towards a correct proof
of ®7 This issue needs to be addressed if we are to establish that Ded will indeed
converge towards a correct proof of ® in all cases. To do so, it is necessary to be more
explicit on the characteristics we attribute to mathematical agents. I have assumed that
mathematical agents are non-defective agents with the right abilities to detect and correct
the mistakes in the proof under consideration. This follows from the implicit assumption
that mathematical agents are competent in performing verification-correction rounds on
the considered proof. What does it mean to say that an agent is competent in performing
a task 77 One necessary condition seems to be that, after a finite number of trials, a
competent agent should be able to perform 7 correctly. For instance, a heart surgeon who
repeatedly make mistakes in performing heart operations, or a musician who repeatedly
fails to perform a given piece correctly, would hardly qualify as a competent agent in the
relevant task.!® In our case, a competent mathematical agent is one that can perform
a verification-correction round correctly after a finite number of trials, that is, that can
identify all the mistakes in the proof under consideration at this stage and correct them
successfully so that the resulting proof is indeed correct. Thus, starting with a proof P
of ® which contains a finite number of mistakes, a competent agent should be able to
perform a verification-correction round correctly after a finite number of trials, that is, to
produce a correct proof P, of ® after a finite number n of verification-correction rounds.
This means that Ded will indeed converge on a correct proof of ® after a finite amount
of time. Now, we can weaken this hypothesis and assume not that there is an agent

6These examples suggest that a competent agent is one that can perform a task 7 correctly with a
certain frequency, and maybe even in most trials. For the present argument, it is enough to consider the
weaker condition that a competent agent is one that can perform 7 correctly after a finite number of
trials.



in the community that is competent in verifying and correcting the repairable proof P
of ®, but rather that the mathematical community as a collective agent'” is competent
in doing so. This would better reflect the distributed nature of the verification process
that is typical for long and difficult proofs which often require a team of agents with
different expertise to verify the different parts of the proof. Under the assumption that
the mathematical community is competent as a collective agent to verify and correct
Py, we obtain again that a correct proof of ® will be reached after a finite number of
verification-correction rounds by the mathematical community or a subgroup thereof.
In sum, the above argument that Ded has the finite convergence property rests on the
assumption that the mathematical community is composed of fallible and competent
agents: although they can make mistakes in verifying and correcting proofs, they can
also get it right after a finite number of trials.'®

One may undermine the above argument that Ded has the finite convergence property
by arguing against the assumption that mathematical agents are competent. It is not
immediately clear how one could argue that mathematicians are not competent in the
sense specified above. By contrast, there is concrete evidence that mathematicians are
competent in verifying and correcting proofs. First, we can simply observe that there
is a certain stability over time of the proofs that have been accepted as correct by the
mathematical community, at least for the proofs of major results that have received
significant scrutiny. In particular, it rarely happens that a proof that was accepted
as correct by the mathematical community turned out later on to be flawed, and that
the associated theorem returned to the status of conjecture—one of the few noticeable
exceptions is Alfred B. Kempe’s incorrect proof of the four-color theorem (I will come
back to this case below). This stability is confirmed by the very low retraction rate
in mathematics journals, at least for the major ones, although I recognize that some
retractions may sometimes be disguised as “Errata” and “Corrigenda”, or in a “Comments
on” and “Reply to” exchange, which may significantly alter the original proofs and/or
results as pointed out by Grear (2013), but even those are relatively rare. Second, a
significant portion of the mathematical literature has now been formally verified using
proof assistants, including long and complex proofs of contemporary mathematical results
such as the four-color theorem, the odd order theorem, and the Kepler conjecture.'® In
the vast majority of cases, it was possible to formally verify the proof one was starting
with from the literature, thereby providing strong evidence that the initial humanly
verified proof was indeed correct. Taken together, these observations provide evidence

T have in mind a conception of collective agents such as the one proposed by Bird (2014) in what
he calls the ‘distributed model’ (Bird, 2014, pp. 44-46) which is inspired by Hutchins (1995). In the
distributed model, a collective agent is composed of different members, who have specific roles, and who
will accomplish specific sub-tasks in order to accomplish an overall task. Through specific mechanisms of
coordination, the collective agent will be able to perform the overall task in a distributed manner, where
each member will contribute its part. The distributed model seems particularly adapted to account for
the way several mathematical agents may collaborate to verify and/or correct a proof in mathematical
practice.

81n saying this, I am by no means implying that getting to the point where a proof has been entirely
verified and all the mistakes have been corrected is an easy matter. For instance, it took 12 referees
for 4 years to verify the 300-pages of the Kepler conjecture that Thomas Hales submitted to the Annals
of Mathematics (Hales, 2005). Another extreme example is Grigori Perelman’s proof of Thurston’s
geometrization conjecture, which in turn implies the Poincaré conjecture. Perelman’s proof appeared as
a series of preprints posted on ArXiv in 2002 and 2003, but it took until 2006 for several independent
groups of mathematicians to verify the proof, and thus for the proof to be accepted by the mathematical
community (The Clay Mathematics Institute, 2010).

9For recent overviews of the field of formal verification, see Avigad and Harrison (2014) and Avigad
(2018).



that mathematical agents, or at least the mathematical community taken as a collective
agent, are competent in verifying and correcting proofs, and that when a proof has been
accepted as correct by the mathematical community, it is most often correct.

There is thus a fundamental epistemic difference between the deductive method and
non-deductive reliable processes in that the latter will never produce a guarantee that a
given mathematical proposition is true in a finite amount of time without turning itself
into a deductive process. This is due to the fact that, for non-deductive reliable pro-
cesses, the uncertainty is inherent to the process and cannot be eliminated. For instance,
and as noted earlier, the reliability of the Miller-Rabin primality test or the PSLQ al-
gorithm can theoretically be increased as much as one wants, and so the uncertainty be
reduced accordingly, but still this uncertainty can never be entirely eliminated, unless the
considered process turns itself into a deductive process—this will happen in cases where
the Miller-Rabin primality test would have picked all numbers strictly smaller than the
number n to be tested or where the PSLQ algorithm would have carried out an exact
computation.

It could be useful to illustrate this epistemic difference with a concrete example.
A mathematical proposition whose truth has been determined both by the deductive
method and by a non-deductive reliable process is the so-called Bailey-Borwein-Plouffe
or BBP formula for 7 (Bailey et al., 1997b):2

o0

Z 1 4 2 1 1
™= — — — — .
k:O16’~c 8k+1 8k+4 8k+5 8k+6

As reported in Bailey et al. (1997a, 2013), this formula was first discovered using the
PSLQ algorithm. The search proceeded by identifying a list of potential mathematical
constants (o )ie[1,,) and by running the PSLQ algorithm to determine whether a linear
relation of the form

aom™ + a1 + agag + - -+ apoy, =0,

may hold for some integers (ai)ie[[o,n]}- After a while, the search yielded the following

formula:
1 1
—4) + 2 arctan <2) —log5,%!

which can be rewritten to yield the above BBP formula for 7. As discussed previously,
when the PSLQ algorithm identifies such an integer relation among a list of mathematical
constants, there is always the possibility that it is mistaken due to insufficient numerical
precision in the approximations of the mathematical constants involved. The level of
uncertainty in the final result—i.e., the chances that the PSLQ algorithm is mistaken
in saying that the relation holds—can be reduced as much as one wants by increasing
the numerical precision of the approximations of the mathematical constants, but it can
never be entirely eliminated. On the other hand, the BBP formula can also be established
through an ordinary proof. The following elementary proof was found shortly after the
discovery of the BBP formula, reproduced here verbatim from Bailey et al. (2013, p. 847):

1.1
T=4 .2F1( ’54
4

20The interest of this formula lies in the fact that it allows the n'® hexadecimal or binary digit of 7 to
be computed directly without computing the digits that precede it.
21The first term corresponds to the evaluation of a Gauss hypergeometric function.
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Proof. First note that for any k < 8,
V2 k-1 1/v2
_ k—148i
/0 T der = /0 Z x dx
=0

I & 1
2k/2 ; 16%(8i + k)

Thus one can write

ii 4 2 11
16t \8 +1 8 +4 8 +5 8 +6

=0
B /1/ V2 42 — 823 — 4y/22* — 82°
0

8 dzx,

which on substituting y := v/2z becomes
/1 16y — 16 dy /1 4y ay /1 4y — 8 ay
= —_— —_ —_— = 7]'7
0o ¥t -2y +4y—4 0 y*—2 0 ¥P—2y+2

reflecting a partial fraction decomposition of the integral on the left-hand
side. O

Now, there is always a possibility that this proof contains one or more mistakes. But as
we discussed previously, such mistakes should be identified and corrected after a finite
number of verification-correction rounds by agents with the appropriate abilities (in this
case, the verification of the proof only requires an undergraduate training in analysis).
This means that the deductive method will be able to provide a guarantee that the
BBP formula is true after a finite amount of time, while the PSLQ algorithm will never
produce such a guarantee, however high the level of precision of the approximations of
the considered mathematical constants might be.

Mathematicians are fallible agents but they are also self-correcting agents, that is,
they are able to recognize and correct their mistakes. This process of self-correction takes
place at the individual level—when an agent corrects her own mistakes—but also at the
social level—when agents correct the mistakes of others. Needless to say, this process
is an essential element to the functioning of mathematical practice which is present in
many forms of interaction, from office and email discussions, to conference presentations
and the reviewing process. As the mathematician William Thurston put it: “People are
usually not very good in checking formal correctness of proofs, but they are quite good
at detecting potential weaknesses or flaws in proofs” (Thurston, 1994, p. 169). This
means that the practice instantiates numerous mechanisms which have the capacity to
ensure that when a proof of a mathematical proposition ® has been produced by one
or more agents, although the proof may initially contain a number of mistakes, if these
mistakes can be corrected, then the verification and correction process will eventually
converge towards a correct proof of ®, and so will eventually produce a guarantee that ®
is true, provided that enough time and energy have been invested into the verification and
correction process.?? This is how the standard of justification adopted in mathematical
practice should be read: the demand is not that any proof that is ever produced be

22 Avigad (forthcoming) identifies several epistemic mechanisms present in mathematical practice that
contribute to the robustness and reliability of the deductive method when carried out by fallible agents.
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correct—which would amount to require that mathematicians are infallible—but rather
that, over time, proofs that contain repairable mistakes be corrected, and proofs that
cannot be repaired be rejected. From this diachronic perspective, the demand for a correct
proof of a mathematical proposition ®, and so for a guarantee that ® is true, shall then be
conceived as an epistemic goal to be reached over time. Insofar as (1) the practice has the
means to ensure that this epistemic goal is reachable through self-correction processes,
and (2) a guarantee that a mathematical proposition is true is always to be preferred to
other forms of justification, there is thus an epistemic ground for the normative choice
adopted in mathematical practice to only accept proof as a legitimate form of justification
for mathematical propositions.

One may object that I have not provided an estimation of the time it may take for Ded
to converge towards a correct proof of a mathematical proposition ® from the moment
Ded has reached a repairable proof Py of ®. For all we know, this could take an amount
of time that would completely exceed what may be acceptable in mathematical practice.
If this were the case, it would strongly undermine the capacity of the finite convergence
property to serve as an epistemic reason for accepting proof as the only legitimate form
of mathematical justification in practice. I do recognize that it is particularly difficult to
estimate exactly the amount of time it would take for Ded to detect and repair all the
mistakes in Py, as this would depend on many factors such as the length and difficulty of
Py, the number of remaining mistakes, and the performance level of the agents carrying
out the verification-correction rounds. However, there is evidence that, in most cases,
such an amount of time would be considered acceptable in practice.

First, it is often considered that mathematicians are very good at detecting mistakes
in proofs, as witnessed by Thurston’s quote above. Two examples of recent mathematical
history may illustrate this. The first is the famous detection of a gap in Andrew Wiles’
initial proof of Fermat’s Last Theorem. The gap was identified by Nick Katz, a colleague
of Wiles at Princeton, who was assigned as one of the reviewers of the manuscript Wiles
initially submitted to Inventiones Mathematicae.?® Katz discovered the gap while working
through the part of the proof that was assigned to him. Wiles first thought that this
was only a minor error that could easily be fixed, which led him to send an email to
Katz explaining how to correct it. Katz was not satisfied with Wiles’ answers and kept
pressuring Wiles for more details and explanations. It is through this dialogue that
Wiles realized that the error was not innocuous, and that there was in fact a serious
flaw in this part of the proof. Another example is the identification of a fatal error
in a proof advanced by Edward Nelson in 2011 that Peano arithmetic is inconsistent.
Nelson released an outline of the proof which he made available on his website.? Shortly
after, and only based on an outline of the proof, Terence Tao and Daniel Tausk both
identified a major flaw in the proof which quickly led Nelson to withdraw his claim. To
my knowledge, cases of mistakes in proofs that would have remained undetected despite
intensive scrutiny by the mathematical community are rare. The only example that
comes to mind is Alfred B. Kempe’s “proof” of the four-color theorem that he published
in 1879 (Kempe, 1879). There was an important mistake in Kempe’s proof that remained
undetected until 1890 when it was uncovered by Percy J. Heawood (1890). This mistake
was particularly hard to identify because it concerned one subtle subcase that was omitted
by Kempe and for which the general method he developed did not work (Sipka, 2002).
The difficulty of identifying it was enhanced by Kempe’s general expository style which
was more verbose than formal and by the fact that his decomposition of cases was based

23For the story behind Wiles’ proof of Fermat’s Last Theorem, see Singh (1997).
24For an updated version of this document, see Nelson (2015).
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on intuitive reasoning making it hard to ensure that all cases have been covered. If
mathematicians were not efficient in detecting mistakes in proofs, we would regularly
witness cases like Kempe’s proof where a previously accepted proof is later on recognized
as flawed and the theorem proved is returned to the state of conjecture, but this is not
the case.

Second, in the majority of cases, mathematicians have been able to reach a consensus
as to when enough time and energy have been invested in verifying and correcting a
proof, and it seems that these amounts of time have been considered acceptable by the
practitioners. For instance, it is considered today by the mathematical community that
enough time and energy has been invested to verify, say, Wiles’ proof of Fermat’s Last
Theorem or Perelman’s proof of Poincaré conjecture. By contrast, it is considered that
not enough time and energy has been invested in verifying Shinichi Mochizuki’s proof
of the abc conjecture so that the mathematical community could consider the proof to
be correct. This means that the mathematical community takes itself to be able to
estimate the moment when Ded has converged on a correct proof. These estimations
are particularly important as they are used to decide when a mathematical result can
safely be added to the body of mathematical knowledge on which other works can be
built. Of course, the mathematical community may be mistaken in these estimations,
and may entirely underestimate the amount of time and energy to be invested in verifying
and correcting a proof in order to converge towards a correct proof. Here again there is
evidence that the mathematical community may not be off track with these estimations,
and that when it considers that enough time and energy has been invested in verifying and
correcting a proof, that is, when it considers that a correct proof has been attained, Ded
has indeed converged on a correct proof. The evidence here is the same as mentioned
earlier, namely (1) there is a certain stability over time of the proofs that have been
accepted as correct by the mathematical community, (2) when we try to formally verify
the proofs accepted in the mathematical literature, we realize that, in the vast majority
of cases, it is possible to turn them into formal proofs, thereby providing strong evidence
that the initial proofs were indeed correct.

Two important remarks are in order here. First, it should be noted that estimating
the convergence time of Ded in different situations is an empirical question about the
mathematical community, its processes, and the agents that compose it. This is why
my reply to the above objection appeals to some sort of empirical evidence from the
ordinary functioning of mathematical practice. Second, it should be noted that, for the
finite convergence property to constitute an epistemic ground for the norm of justification
adopted in mathematical practice, it is not necessary to possess an exact estimation of the
convergence times of Ded. All that is needed is that estimations of these convergence times
are considered acceptable in practice, that obtaining a correct proof is within practical
reach, so that the adopted norm of justification gives us “a game we can play”. What is
considered “acceptable” in this case should of course be decided by the practitioners. As
we have just seen, the mathematical community is able to estimate the amounts of time
and energy needed to verify and correct proofs of various lengths and difficulties, and
seems to consider those to be acceptable.

A further objection is that, although Ded may converge towards a correct proof in
an acceptable amount of time, the agents engaged in the verification-correction rounds
may never know for sure when all the mistakes have been corrected. Unfortunately,
this is inevitable for fallible agents. Assuming the opposite would be to assume that
mathematical agents are infallible in their meta-evaluation of the verification process,
that is, in their capacity to tell whether they have carried out the verification process
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correctly. Here again, this does not undermine the finite convergence property to support
the norm of justification adopted in mathematical practice. As we have just discussed,
mathematical agents are able to estimate when they may have reached a correct proof.
And as we have seen, there is evidence that these estimations are not off track. All that is
required to support the norm of justification adopted in practice is that the practitioners
have evidence that all the mistakes in a repairable proof can be detected and corrected
in an acceptable amount of time.

How does the present discussion relate to the arguments advanced by Fallis (1997,
2000, 2002, 2011) and Paseau (2014)? Fallis has argued that mathematicians do not have
good grounds for rejecting probabilistic proofs as a legitimate way of gaining mathemati-
cal knowledge, while Paseau has argued that one can know a mathematical proposition on
the basis of inductive evidence alone, that is, in the absence of proof. They both adopted
an argumentative strategy which consists in identifying several epistemic properties that
could distinguish between probabilistic proofs and deductive proofs and arguing, for each
of them, that they do not succeed.?’ Fallis and Paseau both acknowledge the possi-
bility that such an epistemic property may exist. They offer it as a challenge to those
who want to argue for an epistemic superiority of deductive proofs over probabilistic
proofs to exhibit such an epistemic property. As we will discuss shortly, this is exactly
what Easwaran (2009) has proposed by arguing that deductive proofs possess a property
called ‘transferability’ that probabilistic proofs lack. This paper proposes another epis-
temic property distinguishing the deductive method from non-deductive reliable processes
which concerns their convergence behavior over time. As I argued, this provides an epis-
temic reason to consider the deductive method epistemically superior to non-deductive
reliable processes. It thus constitutes a direct challenge to Fallis’ and Paseau’s theses.
The specificity of the approach proposed here is that it gives central stage to the dynamic
dimension of the deductive method and non-deductive reliable processes, while Fallis and
Paseau have only attended to their static aspects. As we have just seen, this dynamic
dimension is essential to the way these different reliable processes function in practice.

As we just mentioned, Easwaran (2009) has proposed an epistemic property to dis-
tinguish between deductive and probabilistic proofs which he called ‘transferability’. An
argument for a mathematical proposition is ‘transferable’ whenever it can be verified by
an agent with the right expertise without having to resort to external information or to
the testimonies of other agents. Deductive proofs are clearly transferable since it suffices
for the agent to evaluate the validity of each step in the proof (assuming that the proof is
written with the appropriate level of detail so that agents in the intended audience—i.e.,
with the appropriate expertise—will be able to verify it). Probabilistic proofs are not
transferable because their evaluation requires some external information on the processes
involved, e.g., in the case of the Miller-Rabin primality test, that the numbers selected
by the algorithm were indeed picked randomly and independently. Although Easwaran’s
proposal and the one developed above are different, there are interesting connections be-
tween the two. First, the above argument that the deductive method possesses the finite
convergence property presupposes that proofs are transferable. More specifically, I have
construed the deductive method as involving verification-correction rounds by members

ZPaseau (2014) has also advanced further arguments in defense of his thesis which appeal to the
general nature of knowledge, to the potentially inductive basis of our knowledge of mathematical axioms
such as those of ZFC set theory, and to the fact that we can know certain mathematical propositions by
deriving them from physical propositions. These further arguments are, however, not directly concerned
with comparing the deductive method and non-deductive reliable processes in their capacity to provide
justification for mathematical propositions.
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of the mathematical community. This requires that a purported proof proposed by a
given agent could be verified by any other agent of the community with the appropriate
level of expertise. Second, as emphasized by Easwaran, transferability is inherently a
social property, one that is tied to the social dimension of mathematical practice. The
finite convergence property, as described above, also has a strong social dimension in-
sofar as the process of verifying and correcting a proof over time most often requires
the involvement of several agents in addition to the author(s). These additional agents
have a strong responsibility with respect to the mathematical community since they will
be the ones certifying that the proof is correct. As Easwaran pointed out: “if non-
transferable proofs were accepted, then the community could not engage in this constant
self-monitoring—some argumentative steps would be hidden behind appeals to author-
ity, or particular historical verifications” (Easwaran, 2009, p. 356). There are thus some
intimate connections between the finite convergence property of the deductive method
and the transferability of deductive proofs.

So is there any epistemic reason to consider the deductive method epistemically supe-
rior to non-deductive reliable processes in determining the truth of mathematical propo-
sitions? The reliability argument suggests that there is none, and this has been exploited
by some authors to defend the epistemic value or status of certain non-deductive reli-
able processes against the predominant role of proof in mathematical practice. As we
have seen, the reliability argument is correct, but it only instantiates a static comparison
between deductive and non-deductive reliable processes, disregarding their dynamic be-
havior over time. There is, however, a fundamental epistemic difference between the two
types of processes at this latter level which lies in the capacity of the deductive method to
produce a guarantee for a mathematical proposition within a finite amount of time—what
I have called the finite convergence property—while a non-deductive reliable process will
never produce such a guarantee without turning itself into a deductive process. Math-
ematical practice instantiates many self-correction mechanisms, both at the individual
and the social level, to ensure that when a proof is being proposed which only contains
mistakes that can be repaired, the verification-correction process will eventually converge
towards a correct proof, provided that enough time and energy have been invested into
the process. This means that, from a dynamic perspective, the deductive method is in-
deed epistemically superior to non-deductive reliable processes, and so that there is an
epistemic ground for the standard of justification adopted in mathematical practice. For
fallible but self-correcting agents, the deductive method should then be conceived as a
dynamic process whose purpose is to converge towards correct proofs through successive
rounds of verification and correction, i.e., to provide over time guarantees for the truth of
the mathematical propositions to be established, something that non-deductive reliable
processes will never be able to produce, however reliable they may be.
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